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Face recognition

● Face recognition: 

Detection → Alignment → Recognition

● Face detection & alignment
● Face recognition



  

Face detection & alignment

● Detection

● Alignment (~= landmark localization)



  

Face detection
● Deformable Parts Models (DPMs)

Most of the publicly available face detectors are DPMs. It is easy to find them online.

● CNNs (old ones)

R. Vaillant, C. Monrocq and Y. LeCun: An Original approach for the localisation of objects in images, 
International Conference on Artificial Neural Networks, 26-30, 1993

Garcia, Christophe, and Manolis Delakis. "A neural architecture for fast and robust face detection." 
Pattern Recognition, 2002. Proceedings. 16th International Conference on. Vol. 2. IEEE, 2002.
Osadchy, Margarita, Yann Le Cun, and Matthew L. Miller. "Synergistic face detection and pose 
estimation with energy-based models." The Journal of Machine Learning Research 8 (2007): 1197-
1215.

● CNNs (recent)

Li, Haoxiang, et al. "A Convolutional Neural Network Cascade for Face Detection." Proceedings of the 
IEEE Conference on Computer Vision and Pattern Recognition. 2015.

Farfade, Sachin Sudhakar, Mohammad Saberian, and Li-Jia Li. "Multi-view Face Detection Using 
Deep Convolutional Neural Networks." arXiv preprint arXiv:1502.02766 (2015).



  

Cascade CNN for face detection



  

Multiview Face detection 
by fine-tuning AlexNet

Farfade, Sachin Sudhakar, Mohammad Saberian, and Li-Jia Li. "Multi-
view Face Detection Using Deep Convolutional Neural Networks." arXiv 
preprint arXiv:1502.02766 (2015).



  

Face alignment

● There are many face alignment algorithms. I'll mainly talk about the ones 
used by DeepID models.

● DeepID 1: Sun, Yi, Xiaogang Wang, and Xiaoou Tang. "Deep 
convolutional network cascade for facial point detection." Computer Vision 
and Pattern Recognition (CVPR), 2013 IEEE Conference on. IEEE, 2013.

● DeepID 2,2+,3 (CMU Intraface): Xiong, Xuehan, and Fernando De la 
Torre. "Supervised descent method and its applications to face alignment." 
Computer Vision and Pattern Recognition (CVPR), 2013 IEEE Conference 
on. IEEE, 2013. (Not CNN)



  

DeepID 1
Landmarks

● Sun, Yi, Xiaogang Wang, and Xiaoou Tang. "Deep 
convolutional network cascade for facial point detection." 
Computer Vision and Pattern Recognition (CVPR), 2013 IEEE 
Conference on. IEEE, 2013.

Initial

Fine-tuned



  

DeepID 2 Landmarks

● Using CMU IntraFace landmark detector (non-
CNN)



  

Alignment

● After the landmarks are detected, one could 
apply a simple similarity transformation

● This strategy is used by most of the models 
including DeepIDs

● But DeepFace uses 3D alignment.



  

Deep face recognition

1.DeepID
2.DeepID2
3.DeepID2+
4.DeepID3
5.DeepFace
6.Face++
7.FaceNet
8.Baidu



  

Learned-Miller, Erik, et al. "Labeled Faces in the Wild: A Survey.

● DeepID seems most interesting since least data is 
used 



  

DeepID 1 (CVPR 2014)

One CNN for a landmark location (or a crop of the face at 
some scale). 60 CNNs in total. Concatenate all second-to-
last layers. Reduce to 150 dim. by PCA.



  

DeepID 1 (CVPR 2014)



  

DeepID 1
● 5 landmarks: two eye centers, the nose tip, and the two 

mouth corners
● Globally aligned by similarity transformation
● 10 Regions * 3 scales * RGB/Gray = 60 patches
● 60 ConvNets, each of which extracts two 160-dimensional 

vectors from a particular patch and its horizontally flipped 
counterpart (the flipped counterpart of the patch centered on 
the left eye is derived by flipping the patch centered on the 
right eye).

● The total length of DeepID is 19,200 (160 × 2 × 60), which is 
reduced to 150 by PCA for the purpose of verification



  

Joint Bayesian



  

Joint Bayesian

DeepID1
● ~8000 identities are used for training CNN
● ~2000 identities are held-out for training JB

DeepID2, 2+, 3
● ~10000 identities are used for training CNN
● ~2000 identities are held-out for training JB



  

DeepID 1



  

DeepID 1



  

DeepID 2 (NIPS 2014)



  

DeepID 2 (NIPS 2014)
● During training, 200 patches are cropped 

initially with varying positions, scales, color 
channels

● Each patch and its horizontal flip are fed into a 
ConvNet. Two 160 dimensional features are 
extracted from the patch and its mirror-flip.

● Greedily select best 25 patches (shown 
below). Discard other models.



  

DeepID 2
● Identification + verification for training CNN

Only identification             <------>           Only verification 



  

DeepID 2



  

Summary of differences from DeepID 1:
● Better landmark detector and more 

landmarks/patches 
● Greedy selection of patches (this was even done 7 

times when training the ensemble model for the best 
performance: 98.97% → 99.15%)

● Verification + identification loss. L2 loss seems the 
best for generating verification signals

DeepID 2



  

● More data (CelebFace + WFRef, both private)

=12k ID, 290k images
● Larger network
● Supervision at 

every layer

DeepID 2+ (arXiv 2014)



  

● Properties of the neurons in the DeepID2+ 
network: there are units tuned to identities 
(e.g., George W. Bush) and attributes: (male, 
female, white, black, asian, young, senior, 
etc.)

DeepID 2+ (arXiv 2014)



  

● Binary features for faster testing/search

DeepID 2+ (arXiv 2014)



  

DeepID 2+
● Occlusion tolerance 



  

● A deeper version of DeepID 2+

DeepID 3 (arXiv 2015)



  

Face verification performance
of DeepID models



  

Face identification

● Close-set identification

The gallery set contains 4249 subjects with a single face 
image per subject, and the probe set contains 3143 face 
images from the same set of subjects in the gallery.

● Open-set identification

The gallery set contains 596 subjects with a single face 
image per subject, and the probe set contains 596 
genuine probes and 9494 imposter ones.



  

Face identification performance
of DeepID models

● What would be the human performance?



  

DeepFace 
(by Facebook, CVPR 2014)

Pros: At the time of publication, it was the best 
(as good as DeepID 1)

Cons: large dataset; not as good as DeepID 
2&3, the latest Face++ and FaceNet; 3D 
alignment is also somewhat complicated



  

Performance of DeepFace



  

Face++ (the latest one, 2015)
● A naive CNN trained on a large dataset

Pros:
● No joint identification and verification
● No 3D alignment
● No Joint Bayesian

Cons:
● Trained on a much larger dataset than DeepID



  

Summarized by Face++



  

Face++
● Dataset: Megvii Face Classification (MFC) 

database. It has 5 million labeled faces with 
about 20,000 individuals. Private.



  

Face++ System
● CNN architecture: “a simple 10 layers deep convolutional 

neural network”. Details not revealed but they claim the 
specific choices are not important.



  

Performance of Face++
● 99.50% on LFW
● Not good enough on a Chinese identification 

task: 10^-5 FPR, 66% TPR

“Results show that 90% failed cases can be 
solved by human. There still exists a big gap 
between machine recognition and human 
level.”



  

FaceNet (Google 2015)

● Extremely large dataset (260M)
● Very deep model
● Closely cropped, but no alignment other than 

the crop

● Cons: nobody else has 260M face images!!!



  

FaceNet 
two CNN 

architectures
● Zeiler & Fergus

● GoogLeNet



  

FaceNet (Google 2015)
● Loss function: verification only (same as 

metric learning)
● Why? Too many identities!



  

Selecting triplets may be tricky

● Select the hard positive/negative exemplars 
from within a mini-batch by using large mini-
batches in the order of a few thousand 
exemplars and compute the argmin and 
argmax within a mini-batch.

● Some tricks of selecting “semi-hard” negative 
exemplars.



  

FaceNet Performance



  

FaceNet Performance

● LFW verification:

No alignment: 98.87%±0.15 

With alignment: 99.63%±0.09
● Youtube Faces DB: 95.12%±0.39 (state-of-

the-art, DeepID 2: 93.2%)



  

Baidu (2015) 
● Multiple patches
● Training data: 1.2M face images from 18K 

people



  

Baidu (2015)
● Loss function



  

Baidu (2015)



  



  

Sumnmary

● 1. Dataset is the key: the more training data the better
● 2. Multiple patches
● 3. Joint Bayesian helps
● 4. Alignment helps
● 5. Loss function(s): either verification (metric learning) 

or identification or both
● 6. Not yet human performance on identification?
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