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Reminders
✦ Homework 2 will be released today

✦ I have help hours Thursday from 4-5:30pm

✦ Reading for next Tuesday: YLLATAILY Chapter 3-4      

my
430

o Tutor help hours start next week



YLLATAILY	Chapters	1-2



Rule-based programming

✦ Pro: we understand the rules the program is using

✦ Con: we have to write the rules

Supervised learning

✦ Pro: AI generates its own rules

✦ Con: hard to understand why it's doing what it's doing

Big	Ideas



Signs of AI Doom:

✦ The problem is too hard

✦ The problem is not what we thought it was

✦ There are sneaky shortcuts

✦ The AI tried to learn from garbage data

Big	Ideas



AI Weaknesses

✦ Remembering things

✦ Planning ahead

✦ Data- and computation-intensive

Big	Ideas



✦ Self-driving cars
✦ Recipe generation
✦ Résumé screening
✦ Cockroach farming
✦ Tic-tac-toe
✦ Image recognition
✦ Joke generation
✦ Super Mario
✦ Writing news articles

Example	Tasks
inabilityto adapt

howdoes it know what tastes good

possible bias from training data
Keywords easy but not useful

sneaky shortcut

sneakyshutouts bad data

learning ward correlations



Recap



Given a goal, an AI agent must decide what the best action to 
take is in order to reach this goal.
For complex tasks, this can mean:
✦ gathering information
✦ coming up a set of possible actions
✦ weighing the best action
✦ acting
✦ updating and adapting based on changes to the 

environment

Rational	agents



Agent	Complexity
Problem-solving agent: capable of considering a 
sequence of actions that form a path to a goal state 
(planning ahead).

if I wail, the human 
might refill my bowl. 
then I can eat more.



Search



Slides adapted from Chris Callison-Burch



Slides adapted from Chris Callison-Burch

Be in Bucharest
goalState Bucharest

States cities
Actions driving between cities

cost distance Between cities

sequence of cities



Slides adapted from Chris Callison-Burch

state where tiles are

in order as shown
on right

o ostater ways to arrange tiles 9
Actions more a file up down left right
Cost of moves

sequence of pieces moved the directiontheyma



Search	Algorithms



search through explicit tree generation

Root initial state
Nodes States generatedthrough transition

model

Tree search treats different paths
to the same state node as distinct



Slides adapted from Chris Callison-Burch

initialize frontier to the start state
do
if thefrontier is empty then return failure
choose thenextnode toexpand accordingtostrategyif node is goal return solution

for each child
else expand

they
p no peaviated add tofrontier



Slides adapted from Chris Callison-Burch



Slides adapted from Chris Callison-Burch



Slides adapted from Chris Callison-Burch



Slides adapted from Chris Callison-Burch

State representation of a physical configuration
of the environment

Node a data structure with several fields
state parent node children action costdepth

States dont have costs parents

d depths



Slides adapted from Chris Callison-Burch



Slides adapted from Chris Callison-Burch



Slides adapted from Chris Callison-Burch



Slides adapted from Chris Callison-Burch



Uninformed	Search



Uninformed Search

Slides adapted from Chris Callison-Burch



Breadth-First	Search



Slides adapted from Chris Callison-Burch



Slides adapted from Chris Callison-Burch



Slides adapted from Chris Callison-Burch



Slides adapted from Chris Callison-Burch



https://www.youtube.com/watch?v=x-VTfcmrLEQ


Slides adapted from Chris Callison-Burch

f branching
Yes Iif f is finite factor
Yes if cost of perstep d depth

1 6462 63 Offd
Offa



Slides adapted from Chris Callison-Burch


