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Reminders

Start early on these assignments!

✦  I have help hours today (4-5:30)

✦ Lyra has help hours tomorrow



Recap



Minimax	Summary
✦ Rank final game states by their final scores (for tic-

tac-toe or chess: win, draw, loss).

✦ Rank intermediate game states by whose turn it is 
and the available moves.
- If it's X's turn, set the rank to that of the maximum 

move available. If a move will result in a win, X 
should take it.

- If it's O's turn, set the rank to that of the minimum 
move available. If a move will result in a loss, X 
should avoid it.



Resource Limits

▪ Problem: In realistic games, cannot 
search to leaves! 

▪ Solution: Depth-limited search 
▪ Instead, search only to a limited depth in 

the tree 
▪ Replace terminal utilities with an evaluation 

function for non-terminal positions

? ? ? ?

-1 -2 4 9

4

min

max

-2 4

Slides created by Dan Klein and Pieter Abbeel for CS188 Intro to AI at UC Berkeley



Uncertain	Outcomes
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Expectimax Search
▪ Many reasons that outcomes are 

unpredictable: 
▪ Explicit randomness: rolling dice 
▪ Unpredictable opponents: the ghosts respond 

randomly 
▪ Actions can fail: when moving a robot, 

wheels might slip
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Expectimax Search
▪ Expectimax search: compute the average 

score under optimal play 
▪ Max nodes as in minimax search 
▪ Chance nodes are like min nodes but the 

outcome is uncertain 
▪ Calculate their expected utilities 
▪ I.e. take weighted average (expectation) of 

children
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Mixed Layer Types

▪ E.g. Backgammon 
▪ Expectiminimax 
▪ Environment is an extra 

“random agent” player 
that moves after each 
min/max agent 

▪ Each node computes the 
appropriate combination of 
its children
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Example: Backgammon
▪ Dice rolls increase b: 21 possible rolls with 2 

dice 
▪ Backgammon ≈ 20 legal moves 
▪ Depth 2 = 20 x (21 x 20)3 = 1.2 x 109 

▪ As depth increases, probability of reaching a 
given search node shrinks 
▪ So usefulness of search is diminished 
▪ So limiting depth is less damaging 
▪ But pruning is trickier… 

▪ Historic AI: TDGammon uses depth-2 search + 
very good evaluation function + reinforcement 
learning:  
world-champion level play 

▪ 1st AI world champion in any game!
Image: Wikipedia
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Stochastic	Transitions
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Markov	Decision	Processes



Slides adapted from Chris Callison-Burch



Slides adapted from Chris Callison-Burch



Previously, we’ve rewarded our agent only when it found a 
solution. 

In minimax, for instance, we calculated the utility of an 
action based on whether it lead to the goal.

For more open-ended problems, it is useful to have a reward 
function: our agent can be rewarded at intermediate states.
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Sequence	Utility
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