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Feedforward	nets	for	simple	classi+ication

Just	add	a	hidden	layer	to	logistic	regression!	

This	allows	the	network	to	use	non-linear	interactions	

between	features	(which	hopefully	improves	performance).	
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Two-Layer	Network	with	scalar	output
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Two-Layer	Network	with	softmax	output
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Intuition:	training	a	2-layer	Network
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Intuition: Training a 2-layer network

For	every	training	tuple	 	

◦ Run	forward	computation	to	find	our	estimate	 	
◦ Run	backward	computation	to	update	weights:		
◦ For	every	output	node	

◦ Compute	loss	 between	true	 	and	the	estimated	 	

◦ For	every	weight	 from	hidden	layer	to	the	output	layer	

◦ Update	the	weight 
◦ For	every	hidden	node	

◦ Assess	how	much	blame	it	deserves	for	the	current	answer	

◦ For	every	weight	 from	input	layer	to	the	hidden	layer	

◦ Update	the	weight
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Gradient	descent	for	weight	updates

The	derivative	of	the	loss	function	with	respect	to	weights	

tells	us	how	to	adjust	the	weights	to	make	better	predictions.	

Derivative	of	the	loss	function:		

We	want	to	move	the	weights	in	the	opposite	direction	of	the	

gradient:		

For	logistic	regression:
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Activity



Mid-Semester	Feedback



New	Policy:	Earn	Bonus	Late	Days

You can earn bonus late days by attending a research 
talk. To be eligible:

• The talk must be on CS research or on research related to AI

• The talk must be live, not recorded (so you can ask questions)

• You must write a paragraph about the talk and what you learned 
and email it to me.



Upcoming	Talks



Upcoming	Talks

https://wellesleyfreelibrary.libcal.com/event/11711295


