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Reminder
❖ No class next Friday: I will be giving an invited talk 

at a symposium at Washington University.                         
I'll post a recorded video lecture and hold help 
hours on Thursday morning.

❖ I have help hours today from 3:30-4:30

❖ Lyra has help hours on Sunday
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Bonus	Late	Day	Opportunity
AI	for	Wireless	and	Wireless	for	AI:	

A	Tale	of	Two	AIs

Francesco Restuccia
Northeastern University

April	23rd
4-5pm



Chiang	(2023):		
ChatGPT	is	a	Blurry	JPEG	of	the	Web	



[...	H]allucinations	are	anything	but	
surprising;	if	a	compression	algorithm	is	
designed	to	reconstruct	text	after	ninety-
nine	per	cent	of	the	original	has	been	
discarded,	we	should	expect	that	

significant	portions	of	what	it	generates	
will	be	entirely	fabricated.



If	a	large	language	model	has	compiled	a	
vast	number	of	correlations	between	

economic	terms—so	many	that	it	can	offer	
plausible	responses	to	a	wide	variety	of	
questions—should	we	say	that	it	actually	

understands	economic	theory?



Imagine	what	it	would	look	like	if	ChatGPT	
were	a	lossless	algorithm.	If	that	were	the	case,	
it	would	always	answer	questions	by	providing	
a	verbatim	quote	from	a	relevant	Web	page.	We	
would	probably	regard	the	software	as	only	a	
slight	improvement	over	a	conventional	search	
engine,	and	be	less	impressed	by	it.[...]	When	
we’re	dealing	with	sequences	of	words,	lossy	
compression	looks	smarter	than	lossless	
compression.



There’s	a	type	of	blurriness	that	is	acceptable,	
which	is	the	re-stating	of	information	in	

different	words.	Then	there’s	the	blurriness	of	
outright	fabrication,	which	we	consider	
unacceptable	when	we’re	looking	for	facts.



Some	might	say	that	the	output	of	large	
language	models	doesn’t	look	all	that	
different	from	a	human	writer’s	first	draft,	
but,	again,	I	think	this	is	a	superficial	
resemblance.	Your	first	draft	isn’t	an	
unoriginal	idea	expressed	clearly;	it’s	an	
original	idea	expressed	poorly,	and	it	is	
accompanied	by	your	amorphous	
dissatisfaction,	your	awareness	of	the	
distance	between	what	it	says	and	what	you	
want	it	to	say.



Indeed,	a	useful	criterion	for	gauging	a	large	
language	model’s	quality	might	be	the	

willingness	of	a	company	to	use	the	text	that	it	
generates	as	training	material	for	a	new	model.	
If	the	output	of	ChatGPT	isn’t	good	enough	for	
GPT-4,	we	might	take	that	as	an	indicator	that	

it’s	not	good	enough	for	us,	either.
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Neural Net Classification with embeddings as input features!



Evaluation:	How	good	is	our	model?

 Does our language model prefer good sentences to bad ones?

 Does it assign higher probability to “real” or “frequently 
observed” sentences than “ungrammatical” or “rarely 
observed” sentences?



Perplexity

Perplexity is the inverse probability of the test set, 
normalized by the number of words.

Minimizing perplexity is the same as maximizing probability

The best language model is one that best predicts an 
unseen test set (gives the highest P(sentence)).

PP(W ) = P(w1 w2 . . . wN )  
− 1

N



Lower	perplexity	=	better	model

 Training 38 million words, test 1.5 million words, WSJ

N-gram 
Order

Unigram Bigram Trigram

Perplexity 962 170 109
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Neural Net Classification with embeddings as input features!



Issue: texts come in different sizes

This assumes a fixed size length (3)!   

   

Some simple solutions (more sophisticated solutions later) 

1. Make the input the length of the longest review 
• If shorter then pad with zero embeddings 

• Truncate if you get longer reviews at test time 

2. Create a single "sentence embedding" (the same 
dimensionality as a word) to represent all the words 

• Take the mean of all the word embeddings 

• Take the element-wise max of all the word embeddings 
• For each dimension, pick the max value from all words
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A	Better	Solution:	Attention

Attention mechanisms allow language models to give 
more weight to certain words when predicting the next 
word.



Attention



What Is Attention?

Learn a task specific vector v

intuition V is an important word vector

a softmax r

3.4 2.4 0.8
r V X V2 2 83 V as ifIt ITI V

I 2 loved 3 the



Why	dot	product?	
❖ Dot product provides a measure of similarity between keys 

and queries.

❖ But you might be wondering: why do we want to pay attention 
to words that are similar to the current word?



Why	dot	product?	
❖ Dot product provides a measure of similarity between keys 

and queries.

❖ But you might be wondering: why do we want to pay attention 
to words that are similar to the current word?

Consider: 
My brother, a chemist, was late yesterday because he missed the bus. 
When he arrived, he was surprised to find that his lab ________ 



Why	dot	product?	
❖ Dot product provides a measure of similarity between keys 

and queries.

❖ But you might be wondering: why do we want to pay attention 
to words that are similar to the current word?

Consider: 

lab lab lab lab

My brother, a chemist, was late yesterday because he missed the bus. 
When he arrived, he was surprised to find that his lab ________ 
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Sequence-to-sequence with attention
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(encoder hidden states)
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Attention mechanisms in neural language models
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Attention distribution
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Sequence-to-sequence with attention
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Attention mechanisms in neural language models
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Sequence-to-sequence with attention

2/15/1854

En
co

de
r 

RN
N

Source sentence (input)

<START>les    pauvres sont démunis

Decoder RNN
At

te
nt

io
n 

sc
or

es

On this decoder timestep, we’re 
mostly focusing on the first 
encoder hidden state (”les”)

At
te

nt
io

n 
di

st
rib

ut
io

n

Take softmax to turn the scores 
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Compute softmax over the 
dot products to turn them 

into a probability distribution

At this time step, the attention 
distribution is focused on the first 

word of the sequence (“the”)

Attention mechanisms in neural language models
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Sequence-to-sequence with attention
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Use the attention distribution to take a 
weighted sum of the encoder hidden 
states.

The attention output mostly contains 
information the hidden states that 
received high attention.

Attention mechanisms in neural language models

the   students  opened  their books

We use the attention distribution to 
compute a weighted average of 

the hidden states. 

Intuitively, the resulting attention 
output contains information from 
hidden states that received high 

attention scores
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Sequence-to-sequence with attention
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Concatenate attention output 
with decoder hidden state, then 
use to compute !"# as before

!"#

the

the   students  opened  their books

unwillingly

Concatenate (or otherwise 
compose) the attention output with 
the current hidden state, then pass 
through a softmax layer to predict 

the next word
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Sequence-to-sequence with attention
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