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Reminder
❖ No class Friday: I'm giving an invited talk at a 

symposium at Washington University.                         
I'll post a recorded video lecture tomorrow.

❖ HW8 extended to Tuesday due to MarMon

❖  My help hours: Thursday 9-10am and Monday 
4-5:15 (even though it's MarMon)

❖ Lyra has normal help hours on Sunday

❖ Lepei is moving her help hours to next Tuesday



Bonus	Late	Day	Opportunity
AI	for	Wireless	and	Wireless	for	AI:	

A	Tale	of	Two	AIs

Francesco Restuccia
Northeastern University

April	23rd
4-5pm



Bonus	Late	Day	Opportunities
Session	1:	The	Human-Computer-Interaction	Lab:	
Remote	Collaboration,	AI	and	Camera	Con+iguration

Session	3:	Learning	About	Machine	Learning

Session	4:	Exploring	News,	Search	Engines,	Online	
Advertisements,	&	Causal	Relationships	in	Data-
Oriented	Honors	Theses

Session	2:	Laboratory	for	Ethics,	Equity,	and	Digital	
Technology:	Exploring	the	Ethical	Landscape	of	Digital	
Technology	and	Databases



How	Tech	Giants	Cut	Corners	to	
Harvest	Data	for	A.I.



Recap



A	Better	Solution:	Attention
Attention mechanisms allow language models to give 
more weight to certain words when predicting the next 
word.



What is attention?

𝒙𝟏: I 𝒙𝟐: loved 𝒙𝟑: the 𝒙𝟒: movie 𝒙𝟓: !

𝒓𝟏 = 𝒗 ⋅ 𝒙𝟏 𝒓𝟐 = 𝒗 ⋅ 𝒙𝟐 𝒓𝟑 = 𝒗 ⋅ 𝒙𝟑 𝒓𝟒 = 𝒗 ⋅ 𝒙𝟒 𝒓𝟓 = 𝒗 ⋅ 𝒙𝟓

Adapted from the slides by Bamman (2021)

𝑎 = softmax(𝑟)
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Why	dot	product?	
❖ Dot product provides a measure of similarity between keys 

and queries.

❖ But you might be wondering: why do we want to pay attention 
to words that are similar to the current word?

Consider: 

lab lab lab lab

My brother, a chemist, was late yesterday because he missed the bus. 
When he arrived, he was surprised to find that his lab ________ 
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Use the attention distribution to take a 
weighted sum of the encoder hidden 
states.

The attention output mostly contains 
information the hidden states that 
received high attention.

Attention mechanisms in neural language models

the   students  opened  their books

We use the attention distribution to 
compute a weighted average of 

the hidden states. 

Intuitively, the resulting attention 
output contains information from 
hidden states that received high 

attention scores



Attention	with	Legos



Title	TextSelf-attention
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Title	TextSelf-attention
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Title	TextMulti-head self-attention
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Title	Text

Multi-head self-attention + feed forward

Multi-head self-attention + feed forward
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Transformers
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Title	Text
Position embeddings are added to each 
word embedding. Otherwise, since we 

have no recurrence, our model is unaware 
of the position of a word in the sequence!



Title	Text
A feed-forward layer on top of the attention-
weighted averaged value vectors allows us 

to add more parameters / nonlinearity



Title	Text
We stack as many of these 

Transformer blocks on top of each 
other as we can (bigger models are 
generally better given enough data!)



Title	TextMoving onto the decoder, which 
takes in English sequences that 
have been shifted to the right 

(e.g., <START> schools opened 
their)



Title	TextWe first have an instance of 
masked self attention. Since 
the decoder is responsible 
for predicting the English 
words, we need to apply 

masking as we saw before.



Title	TextNow, we have cross attention, 
which connects the decoder to 
the encoder by enabling it to 

attend over the encoder’s final 
hidden states.



Title	TextAfter stacking a bunch of 
these decoder blocks, we 

finally have our familiar 
Softmax layer to predict 
the next English word



Homework	Tour


