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Reminders

[ have help hours today from 3:30-4:30 and on
Monday from 4-5:15

Midterm is 1 week away (no HW until then)

Bring midterm questions to class on Tuesday, we'll
have a brief review

Read YLLATAILY Chapters 5-6 for next Tuesday



How To Explore

Passive Reinforcement Learning

Take a fixed policy and follow it

Random Exploration

Pick actions randomly

Balancing Exploration and Exploitation

Pick actions randomly initially, but gradually switch
to mostly doing actions that you have already found
to be valuable



How To Evaluate

*

In Direction Evaluation, we repeatedly follow the same
policy and observe its rewards.

Direct Evaluation:

Act according to policy &

In each state, write down the sum of discounted
rewards

Average samples



Example: Direct Evaluation

L 2
Input Policy &t Observed Episodes (Training) Output Values
Episode 1 Episode 2

B, east, C, -1 B, east, C, -1 !
C, east, D, -1 C, east, D, -1
D, exit, x, +10 D, exit, x, +10

> CD C

H Episode 3 Episode 4 !

E, north, C, -1 E, north, C, -1
C,east, D, -1 C, east, A, -1

Assume:y =1 D, exit, x, +10 A, exit, x,-10

Example from CS188 Intro to Al at UC Berkeley



Example: Direct Evaluation

Episode 1 Episode 2 Episode 3 Episode 4
—
B, east, C,(-l B, east, C, -1 E, north,C, 1% E, north, C/-1
C,east,D/-1 C, east, D, -1 C, east, DJ-1 C,east, A/-1
D, exit, x[+10 D, exit, x, +10 D, exit, x||+10 A, exit, x,-10
"




Example: Direct Evaluation

Input Policy &t Observed Episodes (Training) Output Values
Episode 1 Episode 2

B, east, C, -1 B, east, C, -1
C, east, D, -1 C, east, D, -1
D, exit, x, +10 D, exit, x, +10

Episode 3 Episode 4

E, north, C, -1 E, north, C, -1
C,east, D, -1 C, east, A, -1 T
Assume:y =1 D, exit, x, +10 A, exit, x,-10




Weaknesses of Direct Evaluation

Direct Evaluation works.
But, we had to learn each state separately.

. o
That isn't very efficient! Output Values

If Band E both go to C
under this policy, how can
their values be different?



Temporal Difference
Learning



Temporal Ditference Learning

*

Main Idea: learn from every experience o il G
| WO (yeliove
TD Learning S - ety (R g padiia

Update V(s) every time we make a transition T(s,a,s’,r)

Most likely outcomes (s') will contribute more updates

Ay
W\:)ll}y‘g \\Vg§ £ [
Qopord 5 0 e S e
Sample Of V(S) SCL‘TT?,ple — R(S, ’/T(S), S,) —|—@V7T(5/) (,S‘)
Nelwe of %3te < — olscon

Update to V(s): Vi) (@ = a)V (o) = (e)gample, My
ol ed. ad e

Same update: VT(s) + V"(s) K :Isample — V7(s))
p - Ao~ indo (




TD: A Moving Average

In TD Learning, we average our observations in a way
that weights more recent samples highly.

Over time, we forget our initial estimates (which
probably weren't very good!)

Tp+(1—a) Tp1+(1—a)? zp_o+...
1+ (1-—a)+(1—-a)2+...

Lpn =

We decrease the learning rate « over time.



*

Example: Temporal Difference Learning

States

Observed Transitions

[ B, east, C, -2 ] [ C, east, D, -2 ]

VT(s) « (1 = a)V7(s) Ka|R(s,7(s),s) + V(5]
J(® :&(\-O.S)Q& ¥ 0.5] -2 +1-0]

- -— '
—

Example from CS188 Intro to Al at UC Berkeley



*

Example: Temporal Difference Learning

States

Observed Transitions

[ B, east, C, -2 ] [ C, east, D, -2 ]

V7T(S) < (1 —_ Oz)Vﬂ'(s) + « {R<S,ﬂ'(s),5/) 4 ”yvﬂ-(sl)}
V(O (1-05) 0 ¥ 05[-2 + 48]

= 3

Example from CS188 Intro to Al at UC Berkeley



*

Example: Temporal Difference Learning

States

Observed Transition: [ B, east, C, -2 ]

VT(s) = (1= a)V7(s) +a [R(s,7(s),s) + V()]



Example: Temporal Difference Learning

*

4

States

Observed Transition: [ C, east, D, -2 ]

VT(s) = (1= a)V7(s) +a [R(s,7(s),s) + V()]



Example: Temporal Difference Learning

States Observed Transitions

[ B, east, C, -2 ] [ C, east, D, -2 J

o
O]0[8] |10 18] 1] 8
0 0 0

y=1, VT(s) + (1= a)V7(s) + o |R(s,7(s),5) + V(5]

B[C|D




Q-Learning

4

In practice, we want to know the value of state-action
pairs, not just states.

This version of TD Learning is called O-Learning,
because the value of a state-action pair is called a q-value.

s is a state

A s v v v
A (s,a,s") is called a transition i -1.00
NS T(s,a,s") = P(s'|s,a) A A
R(s,a,s")

DD

)
S
Pt 3 JRREIN Q-VALUES AFTER 1000 EPISODES




Demo of Q-Learning

‘Run Skip 1000000 step l Stop | Skip 30000 steps I Reset speed counter ] ResetQ I

2 | Pydev | &Y Team ”
average speed  1.7666772684134646 =8

8
o=

12:29 PM
9/25/2012

A al ¥ G ¥




Regret

4

Even if our Reinforcement Learning agent learns an
optimal policy eventually, it will still take sub-par actions
along the way.

Regret is the total cost of all of those
mistakes: the differences between optimal
expected rewards and the agent's actual
rewards.

The best RL agent is one that minimizes

regret: learns optimally!




Semester Road Map

Almost all Al tasks can be grouped into one
of three main categories:

Search
Classification

(Generation



Classification Methods



Classification Methods: Supervised
Machine Learning

Lots of kinds!

> Nalve Bayes

> Logistic regression

> Neural networks

> k-Nearest Neighbors
> random forests



Classification Methods: Supervised
Machine Learning

Input:
° ainput d
> afixed setof classes C = é¢/, ¢, - C;%

> Atraining set of m hand-labeled examples
(Dlﬁ,,ci)J - - e (JW\JCMB

Output:
> a learned classifier y: d = ¢



Components of a probabilistic machine learning classifier

Given m input/output pairs (x@.y®):

A feature representation of the input

ol epan i X', 3 \edo of [esteres L4 % . ?‘“3
Feskre | for X' @& Xj g ¥

A classification function | . fohes & ek R G,
e @hmeked dass (el for x by estimebi ?(%tx‘)

An objective function for learning, like cross-entropy loss

An algorithm for optimizing the objective function:
stochastic gradient descent.



Break: Classifiers and
Features



Classifiers & Features

beharar
Qecéfm\e Arwrel " lareed ron
QQSU\/\M— W\/\‘%
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Logistic Regression
Classifiers



. Who wrote which
s this spam? Federalist papers?

Anonymous essays try g Loianock Havilon
Subject: Important notice! 5
From: Stanford University <newsforum@stanford.edu> to convince NEW York
Date: October 28, 2011 12:34:16 PM PDT H
To: undisclosed-recipients:; to ratlfy US

Constitution.
Authorship of 12 of the
letters in dispute.

Greats News!

You can now access the latest news by using the link below to login to Stanford University News Forum.

http://www.123contactform.com/contact-form-StanfordNew1-236335.html

Click on the above link to login for more information about this new exciting forum. You can also copy the

above link to your browser bar and login for more information SOlVEd by MOStEl Ie ra nd
about the new services. Wallace (1963) using
© Stanford University. All Rights Reserved. Bayes ian m eth Od S

What is the subject of this research article?

MEDLINE Article

Antogonists and Inhibitors
Blood Supply
Chemistry

? Drug Therapy

Embryology

Epidemiology




Text Classification: definition

Input:

a document  d
afixed setof classes  C= %, ,¢,, .. ¢3

Output: a predicted class & €(



Binary Classification in Logistic Regression

Given a series of input/output pairs:
(%3
For each observation x()

We represent x(1) by & festwe Neder [y, v, .. % )
We compute an output %" € £0,13



Features in logistic regression

For feature x;, weight w;, tells is how important is x;

X; ='review contains ‘marvelous’: w, = +1O

x; ='"review contains ‘awful’™:  w= -3

X; ="'review contains ‘disappoint’™:

I,

Wk = -&



Logistic Regression for one observation x

Input observation: x=Cx.,*2 - %3

Weights (one per feature): W= Lw,w,..wi]
Q—: EG’ ‘92 ‘ 633
Output: a predicted class ¢ £0:3

N&s PD§



How to do classification

For each feature x;, weight w;, tells us importance of x;

We'll sum up all the weighted features and the bias:

2 = Z nN; X, t b

z = WY +b
(\ Ry '\\[\‘\'@Vwﬂ—
e |PZ?O>\N¢3’“&LC+)



But we want a probabilistic classifier

We need to formalize “sum is high”.

We want a model that can tell us:

P( \3—.0(, x;w}



The very useful sigmoid or logistic function




