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Reminders
✦ Final project presentations are next Tuesday (2-3 

minutes each!)
✦ All work due by 12/18 at 4pm 
✦ Guest speaker this Friday: Jin Zhao (Brandeis)
✦ My next help hours: Thursday 4-5



Final Project Presentations
✦ Final project presentations are next Tuesday

✦ No more than 3 minutes per presentation (2 
minutes is fine)

✦ You should have 1 slide

✦ Your slide should show an example of your task



Recap



Aligning Models with Human Preferences

Users tend to have preferences about generated text that 
go beyond its statistical frequency. 

Companies also have preferences for how their models 
respond.

How can we align 
model behavior 
with these 
preferences?  



Pretraining: 
learn good 
representations via 
an unlabeled task.

Finetuning: 
train some more on 
in-domain data or 
separate labeled 
task

Prompt 
engineering: 
craft prompts that 
disguise task of 
interest as a language 
generation problem.

Representation 
learning: 
extract attention 
features and use as 
input features to 
another model



Fine-tuning = Further training

Fine-tuning: 
train some more on 
in-domain data or 
separate labeled 
task

Just train on more 
(labeled) data

Simple 
Fine-tuning

Proxy 
Tuning

Reinforcement 
Learning

Fine-tune a smaller 
model and use it 
steer a larger model

Tune the model with 
a reward function



Interpretability



Interpretability
Mechanistic interpretability is the study of how models 
make their decisions. 

How can we figure out what is happening inside the 
model, given that contemporary models have billions of 
parameters?



Common Tools for Interpretability

Logit Lens: apply the output layer to an intermediate 
layer’s output in order to understand what prediction 
the model would make at that point in its computation.
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Common Tools for Interpretability

Logit Lens: apply the output layer to an intermediate 
layer’s output in order to understand what prediction 
the model would make at that point in its computation.

Activation Patching:  replace a specific set of the 
model’s activations with some other vector to see if it 
changes the model’s prediction.

Activation Steering: add a vector to the model’s 
activations at a specific point to see if it changes its 
behavior.



CS333 Alums Working on Interpretability

Jennifer Meng Lu '24

EMNLP 2025

Yik Siu Chan '24

EMNLP 2025

NeurIPS 2025

ICML 2025

ICML 2025



The Fragility of Model 
Alignment



Alignment is Fragile
Today we’re going to use mechanistic interpretability 
methods to explore a key challenge with contemporary 
LLMs: model alignment is very fragile.

Our goal is to jailbreak a model: trick the model into 
telling us something that it has been fine-tuned not to 
reveal.



Activation Patching Demo


