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ABSTRACT

We consider the problem of credential revocation in self-
organizing systems. In the absence of a common trusted
authority, reaching a decision is slow, expensive and prone
to manipulation. We propose a radical, new strategy—
suicide for the common good—which drastically simplifies
the decision-making process and revocation orders. Our
mechanism is fully decentralized, incurs low communication
and storage overhead, enables fast removal of misbehaving
nodes, and is ideally suited to highly mobile networks.

1. INTRODUCTION

In medieval Japan, the warrior class of the samurai was
structured according to a rigid code of honor. Loyalty to the
clan was absolute: the daimyo (feudal lord) had power of
life and death over his subjects. His samurai would readily
commit seppuku (ritual suicide) to demonstrate their un-
questioning loyalty, accept responsibility for a mistake, or
clear the name of their clan. Our insight is that this princi-
ple of valuing the clan more than one’s own existence, to the
point of being ready to commit suicide in the interest of the
common good, may be profitably applied to self-organizing
ad-hoc networks.

In this note, we consider the task of revoking credentials
within a decentralized network. This can happen whenever
a key has been compromised or a node has been identified
as misbehaving.

In a centralized network, revocation is a straightforward
and well-studied problem. For systems using public keys,
a trusted certification authority (CA) periodically issues a
certificate revocation list (CRL) of revoked nodes or se-
crets [11]. It is up to the CA to decide when certificates
are to be revoked. Because all nodes trust the CA, there is
little worry of false accusations.

In a self-organized system, by contrast, no clear, univer-
sally accepted authority exists, so the revocation process
becomes much more difficult (and costly) to implement in
practice. This is because it is unclear how to decide whether
a device should be revoked. A malicious participant can
falsely accuse another node of misbehavior. Even if a deci-
sion can be reached, revoking credentials remains challeng-
ing since nodes do not necessarily trust claimed results from
the vote.

We propose a radical strategy, suicide for the common
good, which  drastically  simplifies the decision-
making process and revocation orders. It allows a single
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node to revoke a malicious node from the network at the
cost of its own membership. This strategy mimics a number
of mechanisms prevalent in nature, such as the sacrificial ac-
tion of bees defending the hive by stinging an intruder and
dying as a result. Our immediate goal is not to describe a
fixed protocol but to present and analyze this new strategy,
highlighting the necessary conditions to make it viable. Our
revocation proposal exhibits a number of desirable prop-
erties: it is fully decentralized, incurs low communication
and storage overhead, enables fast removal of misbehaving
nodes, and is ideally suited to highly mobile networks.

2. EXISTING DECISION MECHANISMS

Surprisingly few protocols deal with the issue of revoca-
tion in decentralized networks. Typically, revocation strate-
gies are presented in combination with proposals for detect-
ing anomalous behavior or for key distribution. However,
attack detection is an independent prerequisite for creden-
tial revocation: in principle, any revocation technique can be
used in combination with the chosen detection mechanism.

Existing proposals for collective decision-making in self-
organizing networks are predominately voting-based. The
underlying premise has been that since no node has system-
wide authority, everyone should have an equal say in de-
ciding when credentials should be revoked. Such voting has
manifested itself in several ways, from direct majority-voting
schemes to elaborate reputation systems that collect histor-
ical ratings of interactions.

As noted in [20], reputation systems are effectively vot-
ing schemes, since the aggregated opinions of many nodes
produce rankings to punish misbehaving nodes through iso-
lation. The idea behind reputation systems is that because
nodes may interact rarely or even just once, a collective,
shared history can more efficiently identify malicious nodes.
Proposed decentralized reputation systems have aimed to
deter free-riding in peer-to-peer systems [13, 8, 21] and rout-
ing misbehavior in wireless ad hoc networks [2, 16, 9].

A threshold protocol takes a binary decision based on
whether the required number of votes has been cast. Some-
times the task of tallying votes remains centralized, for ex-
ample, done by the base station [15]. The truly distributed
approach has been to use threshold cryptography to split
the task of signing certificates [22, 14, 6]. In this way, nodes
can issue certificate revocation lists signed by a threshold
of users. In [5], Chan, Perrig and Song present a threshold
voting revocation scheme specifically designed for pairwise
symmetric key pre-distribution schemes in low-energy sensor



networks. Their scheme is extended and generalized in [4].
Notably, these schemes are limited to immobile networks as
only the immediate neighbors of a node at network initial-
ization are given the ability to vote on that node’s behavior.

Yet collective decision-making is slow, expensive and prone
to manipulation. Disadvantages of voting-based schemes in-
clude:

e Susceptibility to false accusations
Attacker-controlled nodes can transmit votes against
legitimate nodes without consequence. This under-
mines the credibility of votes from honest nodes.

Susceptibility to collusive attackers
Attacker-controlled nodes can concentrate themselves
in a chosen location to create a local majority.

e Susceptibility to Sybil and replication attacks
Attacker-controlled nodes can rig votes with spurious
identities [7] or by re-using an identity in multiple lo-
cations.

e Susceptibility to selective misbehavior As noted
in [5], threshold voting schemes are vulnerable to an at-
tacker who reveals detectable misbehavior to just fewer
nodes than the number needed to initiate revocation.

Slow attack response Since no single node’s claim
can be trusted, significant time may pass, and attacks
may be launched, before a voting scheme triggers a
revocation order.

e High storage and communications overhead
Threshold voting and reputation systems impose sig-
nificant storage and computational requirements.

3. SUICIDE FOR THE COMMON GOOD

Reaching decisions can be made much simpler if we allow
a single node to decide. If a node believes another has misbe-
haved, then it can carry out punishment. The trouble with
this approach is that a malicious node can falsely accuse le-
gitimate ones; the solution is to make the act of punishment
costly. We propose a simple, albeit radical strategy: suicide
for the common good.

Upon detecting a node M engaging in some illegal activ-
ity, A broadcasts a signed suicide note which includes the
identities of both A and M. The other nodes in the net-
work then verify the signature and, if correct, revoke both
A and M. This can be achieved by adding both identities
to a blacklist and deleting all keys shared with either node.
This strategy is premised on the observation that if a node
determines another node has cheated, there is no more con-
vincing way to let its neighbors know of its sincerity than to
transmit a signed self-revocation certificate.

The suicide note A, M, sig, (A, M) described in the pro-
tocol fragment given in Figure 1 can be implemented using
either public key or symmetric key cryptography. For public
key infrastructures, the signing key K is node A’s private
signing key K ;1 and other nodes verify the signature using
the public verifying key K. We assume the existence of
identity-based cryptography or public key certificates so that
nodes can easily determine public keys. The same signed
suicide note can therefore be broadcast throughout the net-
work for all to verify. We assume, as voting mechanisms do,
that the network remains connected as a single component.
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A: detects M misbehaving
Aa Ma SigK(A7 M)
x : verifies signature and adds A, M to blacklist

Figure 1: Suicide for the common good protocol

fragment.

The situation changes slightly for a symmetric key-based
solution. Unfortunately any key shared between more than
two nodes, such as a group key, cannot be be used as this
would allow fraudulent suicide notes to be created. A practi-
cal solution is to use TESLA authentication keys [19] where
the suicide note is signed with a key that is released after
all nodes have received a copy of the note. During the pre-
distribution phase, the network owner generates a unique
revocation key for each node. The owner calculates a hash
tree with the hash of the key and a node identifier (h(i, k;))
as leaves. Every nodes stores a copy of the resulting root
authentication value. Each node also stores its unique revo-
cation key and associated log n intermediate authentication
values. To revoke a target node, a node signs the suicide
note which is then broadcast throughout the network. Then
it reveals its revocation key and intermediate authentication
values.

To be effective, the suicide strategy must ensure that mul-
tiple nodes do not issue certificates for a single misbehaving
node. Multiple claims can arise under two circumstances:
from nodes in one location area or from nodes in different
areas.

In the former case, two honest nodes observe a misbehav-
ing node and simultaneously issue a suicide note. The like-
lihood of happening can be reduced by incorporating a ran-
dom delay or back-off before issuing suicide notes. However,
this solution is not absolute and could still cause multiple
notes to be issued. It can be extended to a two-pass mech-
anism where a timestamped offer is first broadcast. After
a suitable delay, the earliest stamped offer is accepted, and
that node issues the final suicide note.

The latter case arises whenever a node presents itself in
several locations, either re-using identities (node replication)
or presenting different ones (Sybil). We assume that orthog-
onal mechanisms exist for detecting and preventing Sybil
attacks (e.g., [17]) and node replication attacks (e.g., [18]).

4. DISCUSSION AND ANALYSIS
4.1 Properties

Suicide for the common good exhibits several appealing
properties compared to other decision-making schemes:

1. Low communications overhead No need to send
messages back and forth between voting members.

2. Fully decentralized No need to consult a base sta-
tion.

3. Very fast removal No delays while waiting on votes
or thresholds to be met.

4. Unconstrained node mobility Nodes are not re-
stricted to a location or set of voting neighbors.



5. Undermines false claims as attack strategy False
claims remove only one innocent node.

6. Single node detection Only one honest node has to
detect misbehavior to initiate revocation.

4.2 Performance analysis

Suicide for the common good is an extremely efficient de-
cision mechanism. It avoids the overhead associated with
normal voting or consensus schemes by allowing a single
node to decide. For comparison, Chan et al.’s scheme [5]
requires O(d - log(d)) storage and O(d) communications per
node (where d is the number of voting members) to reach
a decision. In contrast, a single signature generation opera-
tion is required to produce the suicide certificate. The note
must be broadcast to all nodes in the network. If nodes only
shares keys with their immediate neighbors, then this cost
can be significantly reduced. Upon receiving the certificate,
each node must perform one signature verification.

We note that the signature generation operation is the last
computation performed by a node committing suicide. Pub-
lic key cryptography in constrained environments such as
sensor networks is often criticized because of the low speed
and high energy consumption associated with private key
operations (e.g., signing messages). But gratuitous energy
consumption is of little consequence here since the node is
removing itself from the network; other nodes only perform
less costly signature verification. Likewise, the delay asso-
ciated with signing the suicide note is largely inconsequen-
tial since it does not slow down normal communications.
At worst, the slight lag in revoking the node allows the
attacker a short stay of execution. Moreover, this delay
is insignificant compared to that associated with consensus
or voting mechanisms. Thus suicide is ideally suited to a
hybrid key infrastructure where symmetric key operations
dominate and public key operations are limited to specific
instances where they provide useful security properties.

4.3 Conditions for suicide

We note that suicide for the common good is an effective
decision-making strategy only when certain conditions are
met:

1. Attacker benefit from removing one innocent node must
be less than the benefit of having a malicious node
placed inside the network.

2. Honest nodes share common interest.

3. An absence of unforgeable, independently verifiable
and conclusive proof.

4. Low likelihood of two good nodes accusing each other.

5. Difficult to prevent malicious nodes from issuing false
claims.

Condition 1 can be met whenever the number of good
nodes dominates the number of bad nodes present in the
system. In addition, the value of nodes must be consistent:
a smart dust mote must not be able to revoke a base station,
for instance. When the condition is met, we can afford to
sacrifice a good node for the benefit of removing a bad node.
This is a strategy employed in nature (e.g., white blood cells
in macrophage). The suicide scheme could be extended to
more general ratios reflecting the relative value of nodes(e.g.,
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requiring two nodes to be sacrificed in order to remove one
bad node).

One threat is that adversaries may use a node’s removal
to disrupt a valid route or create a numerical advantage in
an area. In principle, the adversary should not be able to
influence network topology. To mitigate this threat, we pro-
pose that reinforcements be sent to repopulate an attacked
area. This is a natural response since a series of suicides in
a region indicates likely enemy action. Thus we can proba-
bilistically move nodes closer to the area where the suicide
note has been issued.

Condition 2 requires honest nodes to value the social wel-
fare of the network over individual utility. This condition
is reasonable whenever the nodes are deployed by a single
entity (e.g., a sensor network deployed on a battlefield) as
opposed to when nodes are individually controlled (e.g., a
peer-to-peer file-sharing system).

While conditions 1 & 2 are system dependent, condi-
tions 3-5 depend on the corresponding detection mechanism.
Hence the detection mechanism impacts the choice of the
most appropriate revocation strategy. Occasionally, evi-
dence of misbehavior is non-repudiable to any third party,
which normally requires digital signatures and asymmetric
cryptography. Detection mechanisms producing universally-
verifiable evidence include geographic packet leashes [12] for
detecting wormholes and node replication detection in sen-
sor networks [18]. For these schemes, suicide for the com-
mon good is inappropriate, since the malicious node’s guilt
is incontrovertible and verifiable to all without the need for
consensus (contradicting condition 3).

However, generating universally non-repudiable evidence
can be costly, implicitly requiring widespread use of public
key cryptography and broadcasting many signed messages.
Furthermore, situations where a malicious node is forced
into self-incrimination are limited. This excludes, for in-
stance, detecting a malicious node that chooses to not do
something such as dropping a message.

More commonly, detection mechanisms create evidence
that is non-repudiable only to a single party. This can hap-
pen for evidence signed using a pairwise unique symmetric
key, for instance. A message authentication code (MAC)
guarantees origin authenticity to the nodes who hold the
signing key. If pairwise symmetric keys are used, then the
two nodes sharing the key know the message is authentic;
however, no other nodes are so assured. Detection mecha-
nisms of this type include temporal packet leashes [12], Sybil
attack [7] detection by querying for possessed keys [17] and
distance-bounding protocols [1, 10, 3].

Such detection mechanisms are amenable to suicide. Ma-
licious nodes cannot trick honest nodes into falsely accus-
ing each other without knowing the relevant key (satisfying
condition 4). Yet dishonest nodes can easily levy false accu-
sations because evidence is not universally verifiable (satis-
fying condition 5).

5. FUTURE WORK

We have introduced a new strategy for credential revoca-
tion in self-organizing systems; in future work we plan to
specify a complete, formal protocol. In particular, we would
would like to pursue a more rigorous security analysis, con-
sidering partitioning, replication and Sybil attacks. We can
also conceive of a scenario where a central authority is used
for distributing suicide notes while keeping the detection



fully distributed. Further extensions include incorporating
inconclusive evidence and uncertainty from detection mech-
anisms and generalizing the scheme to where xz nodes offer
themselves to revoke y nodes.

6. CONCLUSION

We have presented suicide for the common good, an ef-
fective and efficient credential revocation strategy for self-
organizing systems. Suicide for the common good compares
favorably to existing voting-based revocation mechanisms
in terms of speed, communications overhead and storage
requirements. Furthermore, to the best of our knowledge,
it is the first fully decentralized revocation strategy that
works even when nodes are highly mobile. We hope that fu-
ture work will identify more applications and present formal
specifications of secure protocols to realize these ideas.
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